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Abstract—A fundamental technique in machine learning called “embedding” has made significant impact on data representation. Some examples of embedding include word embedding, image embedding and audio embedding. With the embedding techniques, many real-world objects can be represented using matrices. For example, a document can be represented by a matrix, where each row of the matrix represents a word. On the other hand, we have witnessed that many applications continuously generate new data represented by matrices and require real-time query answering on the data. These continuously generated matrices need to be well managed for efficient retrieval. In this paper, we propose a high-performance index for real-time matrix retrieval. Besides fast query response, the index also supports real-time insertion by exploiting the log-structured merge-tree (LSM-tree). Since the index is built for matrices, it consumes much more memory and requires much more time to search than the traditional index for information retrieval. To tackle the challenges, we propose an index with precise and fuzzy inverted lists, and design a series of novel techniques to improve the memory consumption and the search efficiency of the index. The proposed techniques include vector signature, vector residual sorting, hashing based lookup, and dictionary initialization to guarantee the index quality. Comprehensive experimental results show that our proposed index can support real-time search on matrices, and is more time and memory efficient than the state-of-the-art method.

Index Terms—Indexing, Search, Matrices.

1 INTRODUCTION

Machine learning techniques have enjoyed a great success in recent years. A relatively recently invented technique called “embedding” [1] has played an important role in this success. Embedding techniques can be used to represent words using word embedding [2], images using image-to-vector techniques [3], [4] and even database queries [5]. As a result, many more real-world objects can be represented by matrices. For example, a matrix can represent a document where each row (i.e., each vector) of the matrix stands for a word in the document. Another example is that a matrix can represent a video where each row of the matrix corresponds to an image. A matrix can also represent an audio stream where each row of the matrix represents a phonetic lattice. Figure 1 shows the key steps of representing an object (e.g., a document, a video or an audio stream) by a matrix. The intermediate step is to divide the object into small pieces and to convert the small pieces into vectors. The vectors of the object are then put together to form a matrix. These objects represented by matrices require new data management systems to support efficient indexing and retrieval.

On the other hand, we have witnessed that many applications (such as Twitter, Facebook Live Audio and YouTube Live Streaming) generate new data continuously and require real-time query answering on the data. The continuously generated data from these applications can be represented using matrices. Thus, for document (e.g., tweets) retrieval applications, a user may choose one or more keywords represented by vector(s) to search for relevant documents represented by matrices; similarly, for video (e.g., YouTube Live Streaming) retrieval applications, a user may choose one or more images represented by vector(s) to search for relevant videos represented by matrices.

The advantages of representing the data in matrices lie in two aspects. First, real-time indexing and query answering algorithms can be designed in a generic way (i.e., application independent) as matrices can represent generic objects. Second, users can retrieve relevant matrices to the query based on more flexible similarity (e.g., semantically in document retrieval, phonetically in audio retrieval or scenically similar in video retrieval) depending on the user’s preference. Users can even define their own similarity functions for their queries (e.g., returning newer objects vs. more popular objects). Modeling the problems as matrix retrieval is able to significantly reduce the development and engineering costs of building individual search engines specific to each data types.

For supporting real-time search, an inverted Search...
to be built, as a common practice in the information retrieval community [6]. An inverted index consists of two key parts: a dictionary and a set of inverted lists. The dictionary contains words and the inverted lists include the document IDs in the traditional information retrieval. Equivalently, in our proposed matrix retrieval, the dictionary contains vectors and the inverted lists include the matrix IDs. There are two major challenges in matrix retrieval. Challenge 1: Directly building an inverted index on the matrices results in slow query response, because the number of possible vectors in the dictionary is $O(2^n)$ where $n$ is the dimension of the vector space and $x$ is the number of possible values in each dimension. Hence, the dictionary of the inverted index may be very large. Challenge 2: Words (i.e., strings) can be sorted alphabetically, while sorting vectors is non-trivial. So, the binary search does not apply on the dictionary of vectors, which is quite different from the text search problem. A naive solution is to use vector approximation, which can make the dictionary size smaller. Consequently, performing a scan over all the vectors in the dictionary is faster. However, the inverted list of each vector requires a much larger amount of memory due to storing the approximation information of the vectors.

To tackle the above challenges, we propose a high-performance index equipped with precise and fuzzy inverted lists. A precise inverted list for vector $v$ is the inverted list that only includes the IDs of the matrices that have vectors exactly matching $v$. In comparison, a fuzzy inverted list may include matrices that have vectors approximately matching $v$. Thus, both exact search and approximate search are supported by our proposed index. Moreover, we propose a series of novel techniques to improve the memory consumption and the search efficiency of the index. First, to achieve an index for real-time applications, we develop a hashing based lookup technique for exact search, such that finding a vector in the dictionary can be performed more efficiently. Second, our index has mechanism to allow inserting a vector into single or multiple fuzzy inverted lists, in order to further boost query response efficiency. Third, we propose storing vector signatures which are sufficient for similarity computation in the index. Using vector signatures leads to a memory efficient index, while not sacrificing the quality of query results. We also exploit initialization to build a more stable inverted index on a given set of vectors. In this article, we make the following key contributions.

- We propose an index for real-time search on matrices. The index supports both exact and approximate search.
- To tackle the challenges of large memory consumption and expensive search on the dictionary of vectors, we design the index with precise and fuzzy inverted lists.
- We propose a series of novel techniques to improve the memory consumption and the search efficiency, including vector signature, vector residual sorting, hashing based lookup, and initialization to guarantee the index quality.
- We conduct extensive experiments to study the performance of the index. The results show that our proposed index can support both exact and approximate search on matrices in real-time, and is more time and memory efficient than the state-of-the-art method.

The remainder of this paper is structured as follows. We first present the related work in Section 2. Then, we elaborate our proposed index for real-time vector search in detail in Section 3. Our comprehensive experimental study is provided in Section 4. Finally, we conclude the paper in Section 5.

### 2 RELATED WORK

In this section, we review the relevant literature. We categorize the related work in two groups: (i) embedding, vector search and approximation; (ii) text indexing and search.

#### 2.1 Embedding, vector search and approximation

Representing objects using vectors has been prevailing in machine learning. The traditional way of representing words is using the so-called “one-hot” representation [1], where a vector only has one dimension set to “1” and the other dimensions are set to “0”. A denser representation called word embedding which also represents a word using a vector [7], [8]. The vectors produced by word embedding are denser and the similarity between words can be easily measured. In word embedding, the words with similar meaning are represented using similar vectors. Other objects can also be represented by vectors. The examples include representing images by vectors [3], videos by vectors [4], and queries by vectors [5]. Vectors have played key roles in traditional machine learning models [9], [10]. Using these vectors, we can form matrices. Specifically, a document can be represented by a matrix, where each row (i.e., each vector) represents a word in the document. Similarly, a video can be represented by a matrix, where each row represents a frame of the video.

Existing work on vector search is mainly nearest neighbor search [11]. The search for vectors usually means finding the top-$k$ nearest neighbors. There are mature theories [12] and libraries for nearest neighbor search, including Faiss [13] and NMSLIB [14]. However, little research has been done in searching for relevant matrices given a query.

Storing the whole vectors requires more memory than storing other types of data (e.g., strings). Moreover, performing operations (e.g., measuring similarity) on vectors is also more expensive, especially for high dimensional vectors. To reduce memory consumption and computation cost, vector approximation techniques can be used to simplify the vectors. For example, the dimensionality reduction techniques, such as principal component analysis (PCA) [15] and non-negative matrix factorization (NMF) [16], can be used to reduce the number of dimensions of the vectors while retaining the key information. Another approach for vector approximation is called VA-file [17] which divides the data space into a user specified number of rectangular cells. Then the vectors are represented using the cells. The VA-file is one of the commonly used approaches for nearest neighbor search. The similar approach is adapted in Faiss [13].

#### 2.2 Text indexing and search

Indexing and search problems have been studied for many years [18]. Fast search on a document is often accomplished by using an inverted index [19]. For indexing documents, the indexing process involves tokenizing the documents, and then the documents are indexed by an inverted index. For supporting real-time search and query, the log-structured merge-tree (LSM-tree) [20] was proposed. The LSM-tree constructs multiple inverted indices, and the insertion is handled efficiently using the smallest inverted index. Two adjacent indices are merged when the smaller index exceeds its memory limit. Wu et al. exploited LSM-trees and proposed “LSII” for real-time search on tweets [21] and Wen et al. proposed “RTSI” based on LSM-trees for real-time search on live audio streams [22], [23]. Both LSII and RTSI originally
developed for search on text, but they can be extended for the real-time matrix retrieval. Note that the inverted lists of RTSI mainly store the IDs of the audio streams, while our proposed index also needs to store residuals of vectors. The handling of residuals is challenging during insertion and query processing. We will present more details of our techniques in the next section, and compare LSII and RTSI against our proposed index in the experiments.

Approximate search for documents has been extensively studied [24]. The key idea of the search is that the keywords of the query are matched against a dictionary, and to find out the most similar words in the dictionary [25]. Then the selected words from the dictionary are used to replace the keywords of the query. After the word replacement, the remaining part of the process is the same to the common search problems. In this paper, we aim to propose a more generic index for matrix retrieval. Our proposed index not only supports search for documents, but also supports search for other type of data like videos and audio streams, given that the documents, videos or audio streams are represented using matrices.

Little work has been done in the database and information retrieval community on matrix retrieval. Here, we briefly present the related work on matrix retrieval in other fields. The term “matrix retrieval” was first used in psychology [26]. Some psychologists believe that humans organize information in their brains using “matrices”. The meaning of “matrix retrieval” in psychology is to recall a certain event from human memory in the brain. In image processing, the meaning of “matrix retrieval” is recovering matrices after Fourier transform or other similar techniques [27], [28]. The purpose of matrix retrieval is to construct the missing matrices based on the existing matrices. The literature in these fields has huge difference from ours, as ours aims to obtain relevant matrices for a query while the existing work aims to construct/recover a matrix. So, we will not discuss the work in these fields further. It is worthy to point out that the matrices we consider may have different numbers of rows. To have a concrete example, two documents may have different numbers of words, and a word corresponds to a vector. Hence, the number of rows (i.e., vectors) in the two matrices is different. On the other hand, the matrices must have the same number of columns. This is because the vectors must have the same number of dimensions, i.e., the words are represented in the same vector space, to allow measuring the similarity of the vectors.

3 AN INDEX FOR REAL-TIME MATRIX RETRIEVAL

In this section, we elaborate the details of our proposed index called “VecDex” for real-time matrix retrieval. Figure 2 shows the key steps of indexing and querying the matrices. The continuously generated data are converted into vectors using embedding techniques, and the vectors of the same object are put together to form a matrix. Then, an index (i.e., VecDex) based on the log-structured merge-tree (LSM-tree) is built on these matrices. When a user inputs a query, the query is converted into vectors which are used to search on the index for relevant matrices.

It is challenging to design an efficient index for real-time matrix retrieval. The first challenge in VecDex is that storing vectors (especially high dimensional vectors) in the inverted index requires much more memory than the traditional index for information retrieval. The second key challenge is that searching for a similar vector in a dictionary is much more expensive than searching keywords, since binary search does not apply on a dictionary of vectors (i.e., vectors cannot be “sorted”). Searching for a vector in a dictionary is a key component in both insertion and query of VecDex. Therefore, the efficiency of searching for a vector in a dictionary is crucial for the efficiency of VecDex.

To tackle the above challenges, we power VecDex with precise inverted lists and fuzzy inverted lists. We will elaborate more details about the precise and fuzzy inverted lists later in Section 3.3. The key insight is that VecDex with precise inverted lists is used for applications required exact search or with a relatively small number of unique vectors, while VecDex with fuzzy inverted lists is used for applications with a large number of unique vectors. To achieve a memory friendly and efficient index, we propose a series of novel techniques to support the real-time matrix retrieval. First, we develop a hashing based lookup technique for VecDex, which achieves significant performance gain over the baseline. Second, we design novel techniques to allow inserting a vector into single or multiple fuzzy inverted lists, such that the users can better control query response time and memory consumption depending on the users’ applications. Third, we propose to store vector signatures which are sufficient for similarity computation, instead of storing the whole vectors. Using vector signatures leads to a memory efficient index, while not sacrificing the quality of query results. We also exploit initialization to build a more stable inverted index on a given set of vectors.

Next, we first define the matrix retrieval problem, and present details about the LSM-tree. Then, we explain insertion and query answering in VecDex with precise inverted lists and VecDex with fuzzy inverted lists, respectively. Finally, we present how the update and deletion are handled in VecDex for completeness.

3.1 Problem definition

Here, we formally define the matrix retrieval problem.

**Definition 1 (The Matrix Retrieval Problem).** Given a set of matrices \( M \) and a query \( Q \) which has a small number of vectors denoted by \( \mathbf{v}_1, \ldots, \mathbf{v}_q \) where \( g \geq 1 \), the matrix retrieval problem is to find the top-k most relevant matrices in \( M \) with respect to \( Q \). Formally, it is to find a set \( M_{Q} \subseteq M \), such that \( |M_Q| = k \), \( \text{Rel}(\mathbf{A}, Q) \geq \text{Rel}(\mathbf{B}, Q), \forall \mathbf{A} \in M_Q \) and \( \forall \mathbf{B} \in M \setminus M_Q \).

The relevance scoring function \( \text{Rel} (\mathbf{A}, Q) \) in this paper is defined as \( \text{Rel} (\mathbf{A}, Q) = \sum_{i=1}^{q} (t_{f_{v_i}} \cdot idf_{v_i}) \), where \( t_{f_{v_i}} \) is the term frequency (i.e., TF) of \( \mathbf{v}_i \) in the matrix \( \mathbf{A} \) and \( idf_{v_i} \) is the inverse document frequency (IDF) of \( \mathbf{v}_i \). We use TF-IDF to compute the relevant score because it is a popular measure for relevance. Other relevance scoring functions such as BM25 [29] can be used in the definition as well. Note that the query \( Q \) may...
have multiple vectors. When performing the query, one vector at a time is searched in VecDex and the results are aggregated when computing the relevant score.

3.2 The log-structured merge-tree (LSM-tree)

The LSM-tree [20] has been widely used for real-time search applications which involve frequent read and write operations. VecDex exploits the LSM-tree to enable real-time matrix retrieval. The design is shown in Figure 3. As we can see from the figure, the LSM-tree has multiple inverted indices denoted by \( I_0, I_1, \ldots, I_n \). The second inverted index \( I_1 \) is \( \rho \) times larger than \( I_0 \) and is \( \frac{1}{\rho} \) of \( I_2 \). This log structure amortizes the cost of merging indices and improves the overall insertion efficiency, while retaining the real-time property of search. The insertion cost is approximately the cost of inserting a vector to \( I_0 \) [22]. This property makes the LSM-tree index popular in real-time full text search applications [21], [30]. Next, we will show how an inverted index (particularly, \( I_0 \)) is built in VecDex. Building \( I_1 \) and onwards is simply merging the previous inverted indices.

3.3 VecDex with precise inverted lists

For explaining precise and fuzzy inverted lists, we introduce a vector in the dictionary of the inverted index denoted by \( v_d \). A precise inverted list means the inverted list corresponding to \( v_d \) only includes the matrices that have vectors identical to \( v_d \). In comparison, a fuzzy inverted list may include matrices that have vectors approximately matching \( v_d \) (i.e., similar to \( v_d \)). VecDex with precise inverted lists can be used for applications that mainly require exact matching or have a relatively small number of unique vectors. For example, VecDex with precise inverted lists can be used in some English word embedding related applications, where only English words (i.e., 180,000 words according to Oxford Dictionaries Online) are considered.

VecDex with precise inverted lists can support both exact and approximate search on matrices. For each query vector, exact search retrieves only one inverted list, i.e., the inverted list keeps track of the matrices containing the query vector. In comparison, for each query vector, approximate search retrieves multiple inverted lists that keep track of the matrices containing vectors similar to the query vector. In VecDex with precise inverted lists, the index is similar to the traditional LSM-tree. Each inverted index consists of a dictionary and a number of inverted lists. A vector \( v_d \) in the dictionary is associated with an inverted list containing matrix IDs. Those matrices in the inverted list must contain at least one vector identical to \( v_d \). As the dictionary contains vectors, search for the most similar vector in the dictionary for the query vector may require a sequential scan if the vectors in the dictionary are not indexed. In this paper, we propose to use Faiss [13] to index the vectors in the dictionary. Faiss is an open-sourced project developed by Facebook, and is for searching top-\( p \) most similar vectors in a dictionary (a.k.a. nearest neighbor search). To avoid the risk of confusion, please recall that the goal of this paper is retrieving the top-\( k \) relevant matrices to a query, while Faiss is for searching \( p \) similar vectors to a given vector.

Supporting exact search with hashing based lookup: In some applications, users are only interested in the exact match. For example, users only want to retrieve all the documents containing the word “Singapore”, or only want to retrieve videos containing a given image. For these exact search applications, using Faiss [13] to find the inverted list is unnecessary, since Faiss computes all its nearest neighbor first and then returns the most similar one (i.e., the one identical to the query vector in this scenario).

To improve the efficiency of insertion and query for these applications, we propose to use hashing based lookup in VecDex. Although various hash functions can be used in VecDex, the hash value of a vector we use in this paper is the sum of the values of each dimension. Then, when we need to find a vector in the dictionary, we use the hash function to quickly locate the vector. When a hash value matches to multiple vectors (i.e., conflict), we compare the vectors of the same hash value and find out the one identical to the query vector. As we will see in Section 4, the hash function based method is much faster than the Faiss based method for both insertion and answering queries.

3.4 VecDex with fuzzy inverted lists

In many applications, the number of unique vectors is very large, which requires huge memory consumption to store the vector dictionary. For example, the number of vectors generated from audio features may be very large. More specifically, the number of unique vectors is proportional to \( x^n \), where \( n \) is the dimensionality of the vector space, and \( x \) is the number of possible values of each dimension. Therefore, it is necessary to reduce the size of the vector dictionary. Our key idea is to consider similar vectors as the “same” vector, and store their representative vector in the dictionary. If a matrix contains multiple vectors that are all similar to the representative vector, those similar vectors are represented by the representative vector in the dictionary, and the residual of each vector is stored in the inverted list. As a result, the inverted list for \( v_d \) may keep track of matrices that have no vectors identical to \( v_d \). We call this type of inverted list “fuzzy inverted list”. Figure 4a gives an example of an inverted index with fuzzy inverted lists. In each inverted list, we not only store the matrix IDs, but also store the vector information for computing the similarity to the representative vector. The vector information may be the whole vector or vector signature which we will elaborate in the later section. Note that in the inverted lists, we also store other information (e.g., frequency of each vector) for computing the relevant scores between matrices and query. Similarly, the norm of each vector in the dictionary is stored in the dictionary together with the vector. For simplicity, we omit those details in the figure.

In VecDex with fuzzy inverted lists, we only store one representative vector for the similar vectors into the dictionary. When answering queries, we need to retrieve multiple fuzzy inverted lists for each query vector to achieve better quality of the query results. To explain this, let us consider the following example.

---

1. https://goo.gl/SA1WD9
Example 1. Suppose the query has only one vector \( v_3 \) and there are two fuzzy inverted lists \( IL_1 \) and \( IL_2 \). The representative vectors of fuzzy inverted lists \( IL_1 \) and \( IL_2 \) are denoted by \( vec_1 \) and \( vec_2 \), respectively. The two vectors, \( vec_1 \) and \( vec_2 \), are similar, but their similarity is smaller than the threshold for them to store in the same inverted list. We also suppose that the vector \( v_3 \) is stored in \( IL_1 \), because \( v_3 \) is more similar to \( vec_1 \) than \( vec_2 \); for the same reason, the vector \( v_3 \) is stored in \( IL_2 \). But, the similarity between \( v_q \) and \( v_3 \) is the same as the similarity between \( v_q \) and \( v_4 \). Therefore, both \( v_3 \) and \( v_4 \) should be returned for the query.

An alternative way to build the inverted index for the ease of retrieval is storing one vector into multiple fuzzy inverted lists. Then, when answering queries, we only retrieve one most similar fuzzy inverted list, instead of multiple inverted lists. There is a trade-off between efficiency on insertion and query. One of the key challenges of VecDex with fuzzy inverted lists is that the index requires a large amount of memory. To tackle the challenge, we propose to store the signature of a vector, where the signature consists of a residual and the norm of the vector in this paper. Next, we elaborate the technical details of VecDex with fuzzy inverted lists and how the vector signatures are computed.

3.4.1 Dictionary initialization

Due to the use of fuzzy inverted lists, VecDex built on the same set of vectors may be different. This is because the representative vectors are selected incrementally, and as a result different order of vector arrival results in different representative vectors in the dictionary. To reduce the effect of the order of insertion on the index, we perform an initialization in the dictionary before building the index. Our key idea for the initialization is that we scan the set of vectors until we obtain \( m \) distinct vectors (i.e., initialize \( m \) vectors in the dictionary), where \( m \) is a user input parameter. It represents a trade-off between index stability and extra computation cost of initialization. When \( m \) increases, VecDex is more resilient to different insertion orders while the initialization cost is also higher. We have found that the initialization leads to more stable inverted index as we will show in our experiments.

3.4.2 One vector in one fuzzy inverted list

When answering queries, a query vector is matched to top-\( p \) vectors in the dictionary, where \( p \) is an integer (e.g., \( p = 3 \)). Then, \( p \) inverted lists are obtained. Retrieving \( p \) inverted lists is crucial to the quality of the query results, as we have discussed in Example 1. As the LSM-tree may have multiple inverted indices, we obtain \( p \) inverted lists from each inverted index. After obtaining the inverted lists for the query, we perform list intersection to score and rank the relevant matrices. Finally, we return the top relevant matrices to respond the query.

This way of storing the vector information in the inverted list makes the query response slower, because the number of inverted lists may be large for each query in the context of the LSM-tree. In the following, we propose storing a vector to multiple fuzzy inverted lists: one vector is stored to \( p \) fuzzy inverted lists.

3.4.3 One vector in multiple fuzzy inverted lists

Figure 4b gives an example of storing one vector in multiple inverted lists. In the figure, vector \( a \) of the matrix 10 is stored in the inverted lists corresponding to the representative vector \( vec_1 \), \( vec_2 \) and \( vec_4 \). When the vectors are stored in this way, queries can be answered in a simpler way. We only need to find the most similar vector from the dictionary, and obtain the corresponding inverted list for each query vector. This approach is more efficient in handling queries, especially with the help of pruning, because the number of inverted lists for each query is reduced by a factor of \( p \). In turn, the cost on insertion is higher than that storing one vector in one inverted list. However, as we will show in Section 4.5.2, the extra cost on insertion is negligible, because the dominating cost in the insertion is searching for the similar vectors using Faiss [13].

3.4.4 Storing vectors or its signatures to inverted lists

Storing the whole vectors: Since we use fuzzy inverted lists, only storing the matrix ID is not enough to compute the similarity between a query vector and the vector in a matrix. This is because the vector in a matrix is represented by a representative vector in the dictionary. Besides the matrix ID, we also need to store the vector information to the inverted list as shown in Figures 4a and 4b. A natural way of storing the vector information in the fuzzy inverted lists is to store the whole vectors into the lists. When answering queries, we have the complete information about the vectors of the matrices, and we can compute the similarity between the query vector and the vectors of the matrices accurately. However, this way of computing the similarity requires a large amount of memory consumption, since all the vectors need to be fully stored in the inverted indices. In the case of using multiple fuzzy inverted lists, one vector even needs to be stored multiple times. This cost is prohibitive for applications continuously generating a large volume of data.

Storing the vector signatures: In this paper, we propose to store the signature of a vector into the corresponding fuzzy inverted list(s). The signature we use consists of the residual and the norm of the vector, which is sufficient for common similarity functions (e.g., Euclidean or cosine). The signature can be stored using two floating point values and only requires 8 bytes: one floating point for the norm of a vector in the dictionary and one for the residual in the inverted list. Thus, the memory consumption is much less than storing the whole vector into the inverted list. Given any vector \( u \), the residual (which is part of the signature) is computed by the formula shown below.

\[
r_v = \Delta(v, u) = \sum_{i=1}^{n} (v[i] - u[i])^2
\]

(1)

where \( v \) is the vector in the dictionary of the inverted index, and \( u \) is a vector to be stored in the inverted list, \( \Delta(\cdot) \) denotes the function for computing the residual, \( i \) denotes the \( i \)-th dimension of the vectors and \( i \) is an integer in the domain of \( [1, n] \).
We denote the norm of the vector by \( l_v \). With this residual \( r_v \) and the norm \( l_v \) of the vector, we are able to compute the approximate similarity (e.g., similarity based on Euclidean or cosine) of a query vector and the vector in a matrix. Theoretically, our key idea can be used in any type of similarity functions for measuring two vectors. The reason is that one can always approximate a vector \( u \) using a standard vector \( v \) plus a residual. We will show how the residual \( r_v \) and the norm \( l_v \) are used in computing the similarity between the query vector and the vector in the inverted list when we present query answering in the following.

### 3.5 Insertion, query, update and deletion on VecDex

#### 3.5.1 Insertion on VecDex

We provide the whole view of how the insertion on VecDex is handled here. The key idea is that a matrix is divided into vectors and each vector is individually inserted into the index. Algorithm 1 shows the pseudo-code of the insertion process which is similar to the insertion on the traditional LSM-tree. The key differences are in Lines 1 and 2. When we find which inverted list to insert the vector, the algorithm retrieves a set of inverted lists. The size of the set is one when one vector can only be inserted into one inverted list; otherwise, the size of the set is \( p \). During insertion, if the most similar existing representative vector of a vector to be inserted is below the similarity threshold, the vector to be inserted serves as a new representative vector. Moreover, each representative vector has a unique inverted list, so the inverted list for a representative vector can be easily determined. In Line 2, we append the vector information into the inverted lists, and the information may be the whole vector or the vector signature depending on which technique we want the algorithm to use. Lines 5 to 7 are to handle the sub-indices merge when the sub-index exceeds its size limit. Note that VecDex supports both precise and fuzzy inverted lists. Different types of inverted lists need a different “append” function (cf. Line 2). When VecDex uses precision inverted lists, the ID of a matrix is appended to the list; when VecDex uses fuzzy inverted lists, both the vector residual and the ID are appended to the list.

**Algorithm 1: Insertion on VecDex**

**Input:** the matrix ID, a vector, weight of the matrix, the frequency of the vector in the matrix: \( id, v, w \), and \( tf_v \), respectively; a set of indices: \( VecIdxSet \); the ratio of log structure: \( \rho \); the maximum size of the first inverted index: \( \delta \)

**Output:** Updated index set: \( VecIdxSet \)

1. ListSet ← getInvertedList(\( v, I_0 \));
2. append(ListSet, \( v, id, w, tf_v \));
3. //maxSize: size limit of the last inverted index
4. maxSize ← \( \delta \), \( i ← 0 \);
5. while \( size(I_i) > \text{maxSize} \) do
6. \( \text{Merge}(I_i, I_{i+1}) \);
7. \( \text{maxSize} ← \text{maxSize} \times \rho, i ← i + 1 \);

#### 3.5.2 Answering queries on VecDex

Without loss of generality, we suppose the query has two vectors denoted by \( v_q \) and \( v_d \), where the subscript indicates the vectors are from the query.

The whole vector is stored: When we store the whole vector into the inverted list, answering the query is similar to the traditional query processing. We retrieve the top \( p \) vectors in the dictionary that match to the query vector \( v_q \), and similarly retrieve \( p \) vectors in the dictionary for \( v'_d \) where \( p \geq 1 \). After that, we obtain the inverted lists for the \((2 \times p)\) vectors. Then, we compute the score for each matrix that appears in the retrieved inverted lists. Finally, we rank the matrices based on the similarity scores, and return the top-\( k \) relevant inverted lists to the query.

Only the vector signature is stored: As we have discussed earlier, storing the whole vector into the inverted list requires too much memory. We propose to store the vector signature into the inverted list only. Then, answering the query involves the following steps. First, similar to storing the whole vector into the inverted list, we find the top \( p \) vectors in the dictionary that are similar to the query vector \( v_q \), and find the top \( p \) vectors for query vector \( v'_d \). Then, we retrieve the inverted lists from the index, and compute the scores for the matrices in the inverted lists. Finally, the matrices are sorted based on their scores and we return the top-\( k \) relevant matrices as the query results. Different similarity functions can be used in VecDex. Here, we present the formula for computing the similarity of two vectors based on Euclidean distance.

\[
sim(v_q, u) = 1 - \frac{|\Delta(v_q, v_d) - r_v|}{||v_q|| + ||v_d||}
\]

where \( r_v \) is the residual of the vector in the inverted list, \( u \) is the vector in the matrix, \( v_q \) is the query vector, \( v_d \) is the vector in the dictionary, and \( \Delta(\cdot) \) is the function for computing the residual of two vectors as shown in Equation (1). The intuition behind Equation (2) is that vectors close to each other in the vector space have a larger similarity score, which is the same in the nearest neighbor search problems [31]. To be more specific, \( (||\Delta(v_q, v_d) - r_v||) \) is an approximation to the distance of \( v_q \) and \( v_d \), and the denominator \( (||v_q|| + ||v_d||) \) is for normalizing the distance. Finally, “1” subtracts the normalized distance to obtain the similarity score of the two vectors.

Sorting the residual: It is worthy to point out that we can sort the residuals \( \Delta(v_q, v_d) \) for the inverted list to improve the efficiency on query answering. This is because for a query vector and an inverted list, \( v_q \) and \( v_d \) are constant and the only variable in Equation (2) is \( r_v \). With the inverted list sorted by \( \Delta(v_q, v_d) \), we can use binary search to quickly find the vector in the inverted list that minimizes \( |\Delta(v_q, v_d) - r_v| \). Then, we evaluate the nearby vectors to find the top-\( k \) relevant results without scanning the whole inverted list. Sorting residuals results in faster query response as we will see in Section 4.5.1.

Moreover, the cosine similarity can also be used with vector signature which include residual \( r_v \) and norm \( l_v \).

\[
\cos(v_q, v'_d) = \frac{v_q \cdot v'_d}{||v_q|| \cdot ||v'_d||} \approx \frac{v_q \cdot v'_d + r_v}{||v_q|| \cdot l_v}
\]

We replace \( v \) by \( v_d \), the residual \( r_v \) and norm \( l_v \), because the whole vector is not stored for the sake of more memory efficient.

Using the vector signature may not be as accurate as storing the whole vector. However, as we will show in our experiments, the results from the two approaches of storing the vector information are almost the same. The key reason is that the query answering
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1. To be more precise, the number of inverted lists may be smaller than \((2 \times p)\). When some inverted lists for \( v_q \) are identical to the inverted lists for \( v'_d \). For ease of presentation, we assume the overlap does not occur.
The number of vectors to insert: 40
The total number of vectors in the dataset: 16M
2M

The number of queries: 7

Ratio of LSM-tree

The experiments were conducted on a workstation running Linux with 2 Xeon E5-2640v4 10 core CPUs and 256GB main memory.

**3.5.3 Update and Deletion on VecDex**

For completeness, we present the update and deletion operations in VecDex. In real-world applications, the meta information of a matrix (i.e., the importance of the matrix) may be changed, and we need to update this information in the index. The update operation can be handled in a fairly easy manner, because the information for all the matrices are stored in a hash table which we can quickly retrieve and update. It is important to point out that the size of this hash table is much smaller compared with the index, because the one with fuzzy inverted lists needs to consider vector residual when computing the score.

The deletion operation is performed when the sub-indices in the LSM-tree are merged, which is a common mechanism for handling deletions in LSM-trees. When a matrix needs to be deleted, we mark the matrix as “deleted” (i.e., logically deleted). When merge is triggered, those matrices marked as “deleted” are physically deleted while merging.

**4 Experimental Studies**

**4.1 Settings**

The experiments were conducted on a workstation running Linux with 2 Xeon E5-2640v4 10 core CPUs and 256GB main memory.

The program was compiled with -O3 option. We used a dataset obtained from Ximalaya [33]—an audio streaming service. The dataset contains 40 thousand audio streams which contain about 16 million vectors in total (the storage size in MongoDB is 460 GB). The total length of the audio streams is about 1,067 hours, and the average length of an audio stream is about 16 minutes. We used Baidu Yuyn speech recognition services 3 to transcribe the audio streams into text. The transcribed text consists of 16 million words (excluding stop words), the average number of unique words in each audio stream is about 400. We used word embedding [2] to produce a 13 dimension vector for each word. From this dataset, we obtain 40,000 matrices representing 40,000 audio streams, and another 40,000 matrices representing the corresponding documents. These matrices are used to evaluate the performance of our proposed index. In the experiments, we use “vector” instead of “matrix” as the unit when varying the index size. This is because two matrices may have different number of vectors (i.e., different number of rows), and using vector as the unit is more reasonable, and is more helpful when presenting insights.

In our experiments, we mainly used word vectors to investigate the index, as the type of vectors does not matter for our proposed


**Algorithm 2: Query answering in VecDex**

**Input:** query vectors: \(v_q, v_q'\); index on the matrices:

**Output:** a set of matrices: \(v\)

```
1 \(sc^+ \leftarrow 0\)
2 foreach \(I \in VecIdxSet \setminus I_0\) do
3 \(w, tf_{v_q}, tf_{v_q'} \leftarrow \text{GetMaxScoreInfo}(I, v_q, v_q');\)
4 \(sc \leftarrow \text{CompScore}(w, tf_{v_q}, tf_{v_q'});\)
5 if \(sc > sc^+\) then
6 \(sc^+ \leftarrow sc;\)
7 foreach \(I \in VecIdxSet\) do
8 \(ListSet1 \leftarrow \text{getInvertedList}(v_q, I);\)
9 \(ListSet2 \leftarrow \text{getInvertedList}(v_q', I);\)
10 while \(ListSet1 \neq \emptyset \& \& ListSet2 \neq \emptyset\) do
11 \(c_1, c_2, c_3 \leftarrow \text{PopTop3}(ListSet1);\)
12 \(c_4, c_5, c_6 \leftarrow \text{PopTop3}(ListSet2);\)
13 \(info_1 \rightarrow info_0 \leftarrow \text{Get}(htbl, c_1, \ldots, c_6, v_q, v_q');\)
14 \(sc_1 \rightarrow sc_0 \leftarrow \text{CompScore}(info_1 \rightarrow info_0);\)
15 \(\text{SaveTopK}(c_1 \rightarrow c_6, sc_1 \rightarrow sc_0, res);\)
16 \(sc^\downarrow \leftarrow \text{GetLowestScore}(res);\)
17 \(sc \leftarrow \text{GetNextLargestScore}(c_1 \rightarrow c_6);\)
18 if \(sc^\downarrow \geq sc^+ \uparrow \& \& sc^\downarrow \geq sc\) then
19 return;
```

**Table 1**

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p)</td>
<td>ratio of LSM-tree</td>
<td>2</td>
</tr>
<tr>
<td>(n_i)</td>
<td>the # of vectors to insert</td>
<td>4M</td>
</tr>
<tr>
<td>(n_q)</td>
<td>the # of queries</td>
<td>1,000</td>
</tr>
<tr>
<td>(k)</td>
<td>top-k query results</td>
<td>40</td>
</tr>
<tr>
<td>(S_{10})</td>
<td>the # of vectors in (I_0)</td>
<td>2M</td>
</tr>
<tr>
<td>(n_{10})</td>
<td>the total # of vectors in the data set</td>
<td>16M</td>
</tr>
</tbody>
</table>
index. To confirm that the proposed index is applicable to other types of vectors, besides word vectors, we also produced millions of 13 dimension audio vectors from 40 thousand audio streams using Mel-Frequency Cepstrum Coefficients (MFCC) [34]. Apart from the audio streams, we also obtained other information of each audio stream, such as title, time stamp, tags, comments and other popularity related data. To mimic the real-world search scenario, this information is used to compute the weight (i.e., importance) of each audio stream, which is used in the query result ranking. The default parameters of the index is shown in Table 1. Next, we first compare VecDex with the state-of-the-art solution, and then investigate the efficiency of insertion and query. After that, we study the effectiveness of the individual techniques of the index.

4.2 Comparison with the state-of-the-art

As discussed in Section 2, there is little work on matrix retrieval. Therefore, we adapted two solutions, RTSI [22] and LSII [21], for real-time search on text and audio streams as the baselines. The dictionary of RTSI and LSII originally stores strings, so we modified the data type of the dictionary to store vectors (i.e., changing from “string type” to “vector type”). In this experiment, we initialized the RTSI and LSII index and VecDex with 4 million vectors from around 10,000 matrices, respectively. For a fairer comparison, VecDex is equipped with precise inverted lists, since both LSII and RTSI use precise inverted lists.

Figure 5 shows the comparison among RTSI, LSII and VecDex on query and insertion, in the setting of exact and approximate search. VecDex is much more efficient than RTSI and LSII in terms of both query processing and insertion, thanks to our series of techniques proposed in Section 3. We also compared the total size of the dictionaries of RTSI, LSII and VecDex. The size was measured by the number of vectors. As we can see from Figure 5e, VecDex has a much smaller dictionary compared with RTSI and LSII, which indicates that VecDex requires much less memory. Next, we investigate the insertion, query and individual techniques of VecDex to provide a better understanding of VecDex.

4.3 Efficiency of insertion

In this set of experiments, we study the efficiency of insertion on the proposed index. Here, each vector in the dictionary in the inverted index only corresponds to one inverted list. We postpone the study of one vector corresponding to multiple inverted lists in Section 4.5.2. We investigate the efficiency by varying the index size and the number of vectors to insert. When varying the index size, we set the number of vectors to insert to be 4 million which includes around 10,000 matrices. Table 2 shows the total insertion time when the number of vectors in the index is from 2 million to 10 million. The index built for exact search is 10 times faster than the index built for approximate search. This is because when building the index exact search, we use hashing to quickly find which inverted list to insert. In comparison, when building the index for approximate search, we need to perform similarity search (using Faiss) to locate the most similar vector, and insert the vector into the corresponding inverted list. One observation from the results is that the index size has insignificant impact on the cost of insertion.

We also show the results on varying the number of vectors to insert into the index. In this experiment, we initialized the index with 4 million vectors from around 10,000 matrices. We varied the number of vectors to insert into the index. The number of vectors to insert varies from 2 million to 10 million. Table 3 shows the results. The growth rate of the total time of insertion is stable for building index for exact search and approximate search. Specifically, when the number of vectors to insert increases 5 times, the total insertion time also grows about 5 times.

4.4 Efficiency of query answering

In this set of experiments, we study the effect of the number of vectors in the index and the effect of the number of queries on query answering. When studying the effect of the number of vectors in the index, we set the number of queries to 1000, and varied the number of vectors in the index from 2 million to 10 million. The vectors were obtained from about 40,000 matrices. Figure 6a shows the results. As we can see from the results, the time of query answering is about linear in the index size. When the index size increases about 5 times (from 2 million to 10 million), the query answering time also increases about 5 times. The query answering time for the index for exact search is more stable compared with that for approximate search, thanks to the use of hashing for exact search.

When studying the effect of the number of queries, we set the number of vectors in the index to 4 million which covers about 10,000 matrices, and we varied the number of queries from 500 to
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**Fig. 5.** Comparison of insertion and query efficiency
4.5 Effectiveness of individual techniques

Here, we study the effectiveness of our proposed techniques including vector signatures, initialization, hashing for exact search, inserting a vector into multiple inverted lists for faster query answering, pruning and index update.

4.5.1 Storing the whole vectors vs. vector signatures

As we have discussed in Section 3.4.4, there are two ways to store the vector information in the inverted list: storing the whole vectors or storing the vector signatures. In this set of experiments, we aim to compare (i) the time and memory efficiency of insertion for these two types of storage, (ii) the efficiency of query answering for these two types of storage, and (iii) the difference in terms of query results.

**Insertion:** We first study the difference in terms of insertion time. We varied the number of vectors to insert into the index from 800 thousand to 4 million, and measured the total insertion time. Figure 7a shows the trend on the insertion as the number of vectors increases. The key insight is that the elapsed time on insertion for these two types of storage is almost the same. This is because the majority of the time is taken in searching for the right inverted list to insert, and the cost of computing the vector signatures is negligible.

We also study the difference in terms of memory consumption for the two types of storage. Similar to our previous settings, we varied the number of vectors to insert from 800 thousand to 4 million. We measured the total memory consumption for building the two types of indices: one storing the whole vectors in the inverted lists, and the other storing the vector signatures in the inverted lists. Figure 7b shows the results. As we can see from the results, storing the vector signatures is much more memory efficient, especially when the number of vectors is large. For example, when the number of vectors inserted in the index is 4 million, the memory consumption of vector signatures is only around a half of that storing the whole vectors. Please note that the number of dimension of the vectors is 13 in our experiments. For high dimensional data, storing vector signatures becomes much more intriguing.

**Query answering:** The vector signatures are better than storing the whole vectors in terms of insertion as shown in Figures 7a and 7b. We also investigate the efficiency on query answering using vector signatures in comparison with storing the whole vectors. For studying query answering, we set the number of vectors in the inverted index to 4 million, and varied the number of queries from 500 to 8,000. According to the results shown in Figure 8a, storing vector signatures also results in more efficient query answering. The key reason is that the inverted lists can be sorted by the vector signatures for faster query answering (as discussed in Section 3.4.4), while the inverted lists with the whole vectors cannot be sorted. Hence, the query answering is faster when using vector signatures. The sorted vector signatures help improve the query answering efficiency notably as shown in Figure 8b.

**Query result comparison:** To investigate the quality of query results, we issued 1,000 queries and collected the top-10 relevant query results. The query results of these 1,000 queries formed the ground truth for this experiment. In our experiment, we found that the quality of the query results obtained from the index storing the whole vector and from the index storing vector signatures is similar (i.e., $F_1$ score of 91% and 89%). More specifically, the recall of both approaches is about 98%. The precision of VecDex using the whole vector is about 85%, and that using vector signature is about 82%. This result confirms that using vector signatures is an excellent approach for building the index.

4.5.2 Inserting a vector into multiple fuzzy inverted lists

As we have discussed in Section 3.4, one vector can be inserted into multiple fuzzy inverted lists to improve the query efficiency. Here, we study the cost of insertion and query answering when using multiple fuzzy inverted lists for a vector. The number of inverted lists for each vector was set to 3 in this set of experiments.

**Insertion:** First, we study the insertion time when one vector is inserted into multiple inverted lists. We varied the number of vectors to insert from 800 thousand vectors to 4 million vectors, and measured the elapsed time. As we can see from Figure 9a, the insertion time of the multiple lists and single list is similar. This is because the majority of the time is taken in searching for the right
inverted list to insert. Inserting a vector to one list or multiple lists requires insignificant amount of time.

We also study the memory consumption for the index using multiple inverted lists for a vector. As expected, using multiple inverted lists for each vector requires more memory than using single inverted list. Figure 9b shows the results. One observation is that even though the number of lists for each vector is 3, the memory consumption for this setting is only twice as much as the method using single list. The memory consumption tends to be sublinear in the number of inverted lists to be used by each vector.

**Query answering**: With the assistance of multiple inverted lists, the query answering process is simpler. Instead of retrieving multiple inverted lists for each query vector, we only need to retrieve one inverted list, which makes the overall query answering faster. Figure 10a illustrates the results. As the number of queries increases, the performance gain of using multiple inverted lists for each vector is more significant. More specifically, when the number of queries is 8,000, the query answering time is reduced by more than a half. Using multiple inverted lists for each vector is more intriguing for applications required real-time response time.

Finally, we also measured the difference of the query results between multiple inverted lists and single inverted list. The query results are similar. Therefore, the only cost for using multiple inverted lists is more memory consumption as indicated in Figure 9b.

### 4.5.3 Index initialization

As we have discussed in Section 3.4.1, the size of the vectors in the dictionary of the index may be different for the same set of matrices, when the vectors are inserted into the index in different orders (e.g., inserting from \( v_1 \) to \( v_n \) vs. inserting from \( v_n \) to \( v_1 \)). To study the effect of initialization, we randomly selected 30,000 vectors from the set of matrices to initialize the index. Then, we compared the number of vectors in the dictionaries of the two indices built with and without initialization. As we can see from Figure 10b, the number of vectors in the dictionary of the index with initialization is larger than the one without initialization. This indicates that the important vectors are reserved in the dictionary when the index is initialized; otherwise, the important vectors may not be represented in the dictionary.

#### 4.5.4 Index for exact search with hashing

As discussed in Section 3.3, it is possible to purely use Faiss to support both exact search and approximate search. When building index for exact search, we can simply set the similarity threshold to 1. Then, the index built can be used for exact search. However, this index is inefficient both in terms of insertion and query. This is because Faiss requires performing nearest neighbor search to find the vector that exactly matches to the query vector. Hashing is more efficient than nearest neighbor search to find the matched vector. We conducted experiments to compare the efficiency of the indices with hashing and with nearest neighbor search for exact search. Table 4 shows the results. Hashing achieves 10x times speedup compared with that using nearest neighbor search.

#### 4.5.5 Pruning techniques and index update

When answering queries, we compute the bound for the similarity scores so as to allow early termination as discussed in Section 3.5.2. Figure 11a shows both exact and approximate search with or without pruning. As we can see from the results, the pruning is effective especially when the index size is large. For example, when the number of vectors in the index is 4 million, the time for search is reduced by half.

Update of the matrix information can be efficiently handled in our proposed index, because the matrix information is stored in a hash table. Figure 11b shows the results on the index with various number of vectors, and the total number of insertion operations is 1,000. The results show that update operations can be done in the order of millisecond.

#### 4.5.6 The effect of similarity threshold

As our proposed index supports approximate search, here we inspect the effect of the similarity threshold on the efficiency of insertion and query. We also inspect the number of vectors in the dictionary as the similarity threshold changes from 0.8
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**TABLE 4**

<table>
<thead>
<tr>
<th># of vectors in index</th>
<th>Hashing (sec)</th>
<th>Nearest neighbor (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>800K</td>
<td>30.95</td>
<td>1490.45</td>
</tr>
<tr>
<td>1.6M</td>
<td>70.36</td>
<td>3552.82</td>
</tr>
<tr>
<td>2.4M</td>
<td>85.6</td>
<td>4474.67</td>
</tr>
<tr>
<td>3.2M</td>
<td>113.24</td>
<td>5422.12</td>
</tr>
<tr>
<td>4M</td>
<td>148.27</td>
<td>8017.71</td>
</tr>
</tbody>
</table>

---

**Fig. 9. Insertion on multiple vs. single inverted list**

**Fig. 10. Query on multiple inverted lists and initialization**

**Fig. 11. Pruning techniques and update cost**
to 0.95. Table 5 summarizes the results. One important fact to highlight here is that the number of vectors in the dictionary increases as the similarity threshold increases. This is because many vectors considered as similar when threshold is 0.8 are not longer considered as similar when threshold is 0.95. As a result, the dictionary becomes larger to accommodate the differences.

For studying the effect of the similarity threshold on insertion, we set the number of vectors to insert to be 4 million while varying the similarity. As we can see from the second column of Table 5, the elapsed time for insertion increases as the similarity threshold increases. This is because the dictionary size is larger when the similarity threshold is large. The larger dictionary size makes the nearest neighbor search by Faiss more expensive.

For studying the effect of the similarity threshold on query, we set the number of queries to 10,000 and built an index which contains 4 million vectors. When the similarity threshold increases, the query answering time decreases. The reason behind this is that the inverted list corresponding to the query vector only contains the vectors very similar to the query vector. Hence, the pruning techniques are more effective, and the top-k relevant results can be identified quicker.

### 4.5.7 Effect of data set size

To further investigate the efficient of VecDex on larger data sets, we conducted experiments on a synthetic data set which contains 100,000 matrices. The matrices were generated from 100,000 unique vectors and each matrix contains about 400 vectors of 13 dimensions. The efficient of query processing and insertion is shown in Figure 12. The results show that VecDex can handle 100 queries on 100,000 matrices within 5 seconds, and the insertion of 100,000 matrices to VecDex takes only half an hour. The results confirm that VecDex is efficient on large data sets as well.

### 4.5.8 Efficiency on other types of vector

Our proposed index is generic and can work with other types of vectors. Here we used the 13 dimension vectors generated from 10,000 matrices using Mel-Frequency Cepstrum Coefficients (MFCC) [34]. We study the efficiency on insertion and query answering. Table 6 shows the efficiency of inserting 2 to 10 million vectors. The results again confirm that the insertion is efficient, and real-time. Please note that the elapsed time is the total time of inserting millions of vectors.

Table 7 shows the elapsed time of answering 500 to 8,000 queries for both exact search and approximate search. The results show that our proposed index can work on different types of vectors and can answer queries highly efficiently.

### 5 Conclusion and future work

Matrices can represent many real-world objects such as documents, audio streams and videos, thanks to the embedding techniques in machine learning and artificial intelligence. The technique of word embedding is to represent words using vectors; image embedding and audio embedding represent multimedia data by vectors. The vectors from the same object (e.g., document or audio) are stored together as a matrix. There is a compelling need for a data management system for managing these matrices due to the popularity of machine learning. In this paper, we have proposed an index for real-time matrix retrieval. The index can be used for efficient search on the matrices by query vectors. Besides fast query response time as shown in the experimental study, the index also supports real-time insertion thanks to the use of the log-structured merge-tree (LSM-tree). Moreover, our proposed index supports both exact and approximate search which many real-world applications rely on. To further improve the search efficiency, we have proposed precise and fuzzy inverted lists to power the index, and proposed a series of novel techniques to achieve memory friendly and real-time search. Comprehensive experimental results have shown that our proposed index can support both exact and approximate search on matrices in real-time, and is more time and memory efficient than the state-of-the-art method.

The future work includes case studies on more real-world applications such as image and video search, developing a fully-fledge system for matrix management for emerging data embedding applications, and the research of extending this work to distributed settings.
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